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KEY FINDINGS (TL;DR)

e Humans are social beings, and we learn = ® Training language models from scratch
language from interactions; with interactive language modeling by

A critical component of social interac- trials and demonstrations (InD);

NAACL

ing framework with 3 components:
dent trials, teacher demonstrations, and an

tions that language grounds to is the TnD accelerates word acquisition for

feedback provided by the caregivers; student models of equal and smaller

We study the role of corrective feedback numbers of parameters. Both trials and
in neural language learning through demonstrations matter;
controlled computational experiments; Teacher’s choices of words influence stu-

Through ablation studies, our models dents” word-specific learning etficiency;
can serve as proof of concept to verity Students demonstrate a practice-makes-
mechanisms that are practically etfective pertfect effect, evident by a strong corre-
for machines, and generate hypotheses lation between the word frequency trials
that are possible for cognitive learners. and their respective learning curves.

METHOD ILLUSTRATED: INTERACTIVE LANGUAGE LEARNING BY TRIALS AND DEMOS

METHOD

The trial and demonstration (TnD) learn-

stu-

“age-conditioned” reward conditioned on
language competence over time.

e Students do production-based learning:
to produce an initial utterance, followed
by the teacher model generating its ver-
sion of the text as a demonstration.

We use a neural age predictor to estimate
the expected training step n when an ut-
terance typically emerges, then normal-
ized by the actual training step n.

D — r—

#training step (age) preéigi(e:ted age reward #training step (age)
B 10" - B E | — (Prompt) ['vejust looked through ... 'I'
rain | - T T T T . : : :
AN d , <@103 (= > | I've just looked through I'm a to the in |
———————— * @ 100 -~ 5| 7107 - _the you I'm. I've. you ... e
N| | 4= == o . - .
é 3= g (/” 5 =+ | I've just looked through the little bit. - é
5| Causal €3 102 ———————- L [B]|@] N3 TE0T _And when I could see that she ... : =
S ausal = & T — o3 1 Causal |S
20 Language Prompt C% o 3-~ -~ ve just looked t rm'tg the file. But, E) |Oﬁ0| Language o
= Modehng ________ ol 1S o4 >Eo° _uh, you know, there's been ... 4 Modeling |2
ks AR Trials | 2
= < IGZ:S - > 6103 [ I've just looked through your notes | =
———————— - e =100 TS and I'll give you some idea of ... . e
—— - Demonstration |
|
________ - Reinforcement Learning V
M) O N (© L@
(a) Stage 1: Training a (b) Stage 2: Training a neural age | (¢) Stage 3: The student interactively learn (d) Alternating between

from trials and demonstrations by a pre-trained
teacher, score by an age-conditioned reward.

predictor from the trajectory of a
typical language model.

typical language model by
causal language modeling.
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have

interactive learning and
non-interactive learning.

| === Trial

--- Corpus
--- Demo

m— SUrprisal
raw surprisal

oo o b

=

=
Surprisal

==
o B~ N O

=
oo

2 3
log(step)

Ccar

4

- h——

[
o

=
s N
Surprisal

=
(o)}

=
N

=

Surprisal
v

12 -

=
W

=
(o))

=
~

qu(step)

TEACHER EFFECT

BabyLM Corpus

2 3
log(step)

1

4

TnD = Masked

st sz TRAJECTORY odtste
BookCorpus BabyLM Corpus BookCorpus
' e 8_
3 S :
and
—_— —_— Y oo » ¢ ® — 101
8 10 g 10 bﬁjﬁé > :.:.. .. .. ° 8
= = Erljl?;% aee o ®e - |
512 S1z g . g 12
> > "t e % : S A
0p)] Up) ab o0 ° ° ° |
14- 14- pbfz T, e, 14
. g Y 16
161 161 monovie e . . . .
N I i 2 3 4 4 I 3 3 3
log(step) log(step) e “ectes® log(step)
ago o 0 eoo
e TNDy = 768 CLMgy- 768 === TnDg-s5gg """ CLMy =588 o — — CLM
1.0 1.5 2.0 2.5 3.0 3.5 4.0
e TND g2 360 «-v--- CLM, =360 TNDg—o5g "+ - CLM, = 550 AAOA



