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bread meat on a wooden table with 
tomatoes and a napkin

a red star heart is sitting in the snow a woman in a coat [+and dress] 
is dancing

a painting of a waterfall [+and angels]
in the mountains

a teddy bear sitting on a box 
with a rose

a lone tree is reflected in the water at night 
with a bright moon

MOTIVATION
Inversion-based image editing methods, requiring an inversion branch as a series of anchors, are
limited for real-time and real-world language-guided image editing applications.
• The inversion process is time-consuming;
• Balance between consistency and faithfulness is hard, even with optimization/calibration;
• Not compatible with consistency sampling using consistency models, which is more efficient.

DDCM AND VIRTUAL INVERSION
Sampling from a diffusion model is an iterative process that progressively denoises the data. Follow-
ing Eq (12) in DDIM [1], the denoising step at t is formulated as:
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When σt is chosen as
√
1− αt−1 across all time t, the second term vanishes. The forward process

naturally aligns with the form of Multistep (Latent) Consistency Sampling, consider f(zt, t; z0) =
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in Figure 3b. InfEdit starts from a random terminal noise
zsrc
τ1 = ztgt

τ1 ∼ N (0, I). As shown in Figure 3b, the
source branch follows the DDCM sampling process with-
out explicit inversion, and we directly compute the distance
∆εcons between εcons the εsrc

θ (the predicted noise to recon-
struct a z̄src

0 ). For the target branch, we first compute the εtgt
θ

to predict z̄tgt
0 , and then calibrate the predicted target initial

with the same ∆εcons. Algorithm 2 outlines the mathemat-
ical details of this process, in which we slightly abuse the
notation to define fθ(zt, t, ε) =

(
zt −

√
1− αtε

)
/
√
αt.

Algorithm 2 DDCM for inversion-free image editing

Input:
Conditional Diffusion/Consistency Model εθ(·, ·, ·)
Sequence of timesteps τ1 > τ2 > · · · > τN−1

Reference initial input zsrc
0

Source/target prompts as conditions csrc, ctgt

1: Sample a random terminal noise zsrc
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5: for n = 2 to N − 1 do
6: Sample noise ε ∼ N (0, I)
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13: end for
14: Output: ztgt

0

15: *Vanilla target noise prediction, no attention control.

InfEdit addresses the current limitations of inversion-
based editing methods. First, DDCM sampling allows us
to abandon the inversion branch anchors required by previ-
ous methods, saving a significant amount of computation.
Second, the current dual-branch methods calibrate ztgt

t over
time, while InfEdit directly refines the predicted initial ztgt

0 ,
without suffering from the cumulative errors over the course
of sampling. Third, our framework is compatible with effi-
cient Consistency Sampling using LCMs, enabling efficient
sampling of the target image within very few steps.

4. Unifying Attention Control for Language-
Guided Editing

InfEdit suggests a general inversion-free framework for im-
age editing motivated by DDCM. In the realm of language-
driven editing, achieving a nuanced understanding of the
language condition and facilitating finer-grained interaction
across modalities becomes a challenge. Hertz et al. [9] no-
ticed that the interaction between the text and image modal-

ities occurs in the parameterized noise prediction network
εθ, and opened up a series of attention control methods to

compute a noise ε̂tgt
θ that more accurately aligns with the

language prompts. In the context of InfEdit specifically, at-
tention control refines the original predicted target noise εtgt

θ

(noted in 4⃝ in Algorithm 2 and Figure 3b) with ε̂tgt
θ .

We follow [9] in terms of notation. Each basic block of
the U-Net noise predictor contains a cross-attention module
and a self-attention module. The spatial features are linearly
projected into queries (Q). In cross-attention, the text fea-
tures are linearly projected into keys (K) and values (V ).
In self-attention, the keys (K) and values (V ) are also ob-
tained from linearly projected spatial features. The attention
mechanism [32] can be given as:

Attention(K,Q, V ) = MV = softmax
(
QKT

√
d

)
V (11)

in which Mi,j represents the attention map that determines
the weight to aggregate the value of the j-th token on pixel
i, and d denotes the dimension for K and Q.

Natural language specifies a wide spectrum of semantic
changes. In the following, we describe how rigid semantic
changes, e.g., those on the visual features and background,
can be controlled via cross attention [9]; and how non-rigid
semantic changes, e.g., those leading to adding/removing an
object, novel action manners and physical state changes of
objects, can be controlled via mutual self-attention [4]. We
then introduce a Unified Attention Control (UAC) protocol
for both types of semantic changes.

4.1. Cross-Attention Control

Prompt-to-Prompt (P2P) [9] observed that cross-attention
layers can capture the interaction between the spatial struc-
tures of pixels and words in the prompts, even in early steps.
This finding makes it possible to control the cross-attention
for editing rigid semantic changes, simply by replacing the
cross-attention map of generated images with that of the
original images.

Global Attention Refinement At time step t, we com-
pute the attention map Mt averaged over layers given the
noised latent zt and the prompt for both source and target
branch. We drop the time step for simplicity and repre-
sent the source and target attention maps as M src and M tgt.
To represent the common details, an alignment function
A(i) = j is introduced which signifies that the ith word in
the target prompt corresponds to the jth word in the source
prompt. Following Hertz et al. [9], we refine the target at-
tention map by injecting the source attention map over the
common tokens.

Refine(M src,M tgt)i,j =

{
(M tgt)i,j ifA(j) = None
(M src)i,A(j) otherwise

(12)
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UNIFIED ATTENTION CONTROL

UAC unifies cross-attention control [2] and mutual self-attention control [3] with an additional la-
tent layout branch, which serves as an intermediate to host the desired composition and structural
information in the target image.
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EXPERIMENTS AND INFEDIT DEMOS
Input InfEdit (with <3s)

corgi → cat corgi → fox ...a    corgiPhoto of a corgi

A german shepherd 
dog standing

A sitting anime girl 
with long red hair

A man playing 
basketball

… in front of a house … in the forest … with rainbow … with a cute cat … with a corgi… with mouth open

red → green ...with her eyes closed ... in the classroom … in Ghibli style … in Junji Ito stylelong → short

basketball → tennis basketball → guitar man → spidermanbasketball → soccer

redㅅ
...a    corgi

blueㅅ
...a     corgi
standingㅅ ...a     corgi

runningㅅ

… in lakers jersey … in a court

ABLATION STUDY
Input InfEdit (VI+P2P) NPI+P2P StyleD+P2PDI+P2P NTI+P2P

A girl with a pink yellow umbrella in the rain.

DDIM+P2P

Input InfEdit (VI+P2P) NPI+P2P StyleD+P2PDI+P2P NTI+P2P

A girl with a pink yellow umbrella in the rain.

DDIM+P2P

Figure 6. A qualitative example for ablation over inversion methods. With the same P2P attention control, InfEdit (VI+P2P) allows faithful
semantic changes as well as better consistency.

Method Structure Background Preservation CLIP Similarity Efficiency (sec / #)

Inverse Edit Distance103 ↓ PSNR ↑ LPIPS↓
103

MSE↓
104

SSIM↑
102

Whole ↑ Edited ↑ Inverse Time↓ Forward Time↓ Steps↓
NT P2P 13.44 27.03 60.67 35.86 84.11 24.75 21.86 132.39 ± 7.69 12.90 ± 0.01 50
VI P2P 14.22 27.52 47.98 34.17 85.05 24.89 22.03 N/A 4.50 ± 0.01 32

VI* P2P 15.61 26.64 55.85 41.15 84.66 24.57 21.69 N/A 2.60 ± 0.00 15
VI* UAC 13.78 28.51 47.58 32.09 85.66 25.03 22.22 N/A 2.22 ± 0.02 12

* Using the Latent Consistency Model (LCM) as the base model. Otherwise, Stable Diffusion (SD) v1.4 is adopted.

5.3. Attention Control Comparison

In this section, we present experiments to demonstrate
that with unified attention control (UAC), InfEdit estab-
lishes state-of-the-art performance in terms of editing
quality, consistency, and efficiency. We compare UAC
with other attention control baselines, especially Prompt-
to-Prompt (P2P) [9], Plug-and-Play (PnP) [31], and Mutual
Self-Attention Control (MasaCtrl) [4].

The comprehensive analysis across 9 distinct categories
of editing tasks in PIE-Bench demonstrates the superior
performance of InfEdit with UAC as the attention control
mechanism, evidenced by enhanced editing quality in Fig-
ure 7a and improved image consistency in Figure 7b. Qual-
itative comparisons are provided in Figure 8, and more re-
sults are available in the Appendix.

5.4. Image-to-Image Translation Tasks

We further evaluate InfEdit (VI+UAC) in scene-level and
object-level I2I translation tasks for more general compar-
isons. The baselines we considered include Text2LIVE [3],
SDEdit [19], CycleD [34], NT [21], MasaCtrl [4], as well
as the training-based state-of-the-art CycleNet [35]. As
shown in Table 2, InfEdit strikes an effective balance be-
tween translation effects and consistency. Qualitative ex-
amples are shown in Figure 18 and 19 in Appendix.

5.5. Computational Efficiency Ablation

We finally study the editing efficiency of InfEdit. As shown
in Table ??, InfEdit significantly outperforms the other
baselines in terms of computational efficiency even with-
out applying the LCM. We perform an ablation study to
demonstrate that InfEdit gains an advantage through its
distinctive compatibility with latent consistency models,
facilitating both efficient and high-quality image editing.
We compare the base diffusion backbones, Stable Diffusion
(SD) 1.4 [28] and Latent Consistency Model (LCM) [18],
by the CLIP Scores at different forward steps. Table 1 (also
visualized in Figure 7c) shows that the LCM significantly
outperforms SD 1.4 in editing quality, even with fewer sam-
pling steps. While the CLIP Scores of SD incrementally
improves from 21.47 to 25.18 as the number of forward
steps increases from 2 to 32, LCM can achieve consistently
higher CLIP Scores across varying step counts, showing su-
perior speed in image editing.

Method CLIP Score

InfEdit (VI+P2P) 2 steps 4 steps 8 steps 16 steps 32 steps

SD 1.4 21.47 22.17 23.16 24.45 25.18
LCM 25.76 25.33 24.76 25.08 26.68

Table 1. The use of LCM backbone in InfEdit allows a high CLIP
Score even with fewer steps.
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panda bear sitting standing on the ground holding a heart


