
CycleNet: Rethinking Cycle Consistency in 
Text-Guided Diffusion for Image Manipulation

Motivation

DDPM noted that the forward process allows the sampling of zt at any time step t using 
a closed-form sampling function:

CycleNet
CycleNet adopts ControlNet for conditioning and define a translation cycle as follows.

ManiCups: Editing Object-State Changes
A dataset of state-level image manipulation that tasks models to 
manipulate cups by filling or emptying liquid to/from containers.

Ablation Study
An ablation study on the role of each loss terms.
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• Consistency is a desirable property in image manipulation, 
especially in unpaired I2I scenarios as there is no guaranteed 
correspondence between images in the source and target domains.

• Pre-trained diffusion models (DMs) are effective in various image 
synthesis tasks. Still, it remains an open challenge to adapt them in 
unpaired I2I translation with a consistency guarantee.

The reverse process can be carried out with a network εθ that predicts the noise ε. One 
could estimate the original source image z0 given a noised latent zt. Under conditioning, 
the reconstructed image can be given by:

With the translation cycle, a set of consistency losses is given by:

The simplified objective is given by

Experiments
• Types of tasks: scene level, object type level, object state level.
• Types of evaluation: qualitative and quantitative (image quality, translation quality, 

translation consistency)

• Cycle consistency loss 
Lx→y→x

• Invariance loss 
Lx→y→y 

Diversity and Generalization to OOD

Quantitative Examples

Limitations and Follow-ups


