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Partition-Based Active Learning
for Graph Neural Networks
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SUMMARY FORMULATION

e We study semi-supervised learning with Combining the settings of one-shot learning and batch-mode active learning: In each run, the algorithm use up the prede-
Graph Neural Networks (GNNs) in an fined budget to select a batch of nodes to label. The querying process is done once and for all in order to minimize retraining.
one-shot Active Learning (AL) setup. . , . .

 We propose GraphPart, a novel partition-
based active learning approach for GNNs
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without additional hyperparameters. Partition ‘4o GNN Training
Cluster 5w -+ & Inference

e Extensive experiments on multiple bench-
mark datasets demonstrate that Graph-
Part outperforms existing under a wide
range of annotation budget constraints.

MOTIVATIONS THEORETIC ANALYSIS
We study GSSL in an one-shot AL setup:

AssuMPTION 1 (LABEL SMOOTHNESS). Assume that Vc € |C], there The Main Result. We use T (i) to denote the partition where
e Realistic Setting: We have access to abun-  €Xists a function ne: V — [0, 1] such that Pr|y;=c| v; | = 5c(v; ) for the node i belongs to, and denote for convenience the training set
dant unlabeled samples prior to learning,  any i € V. Moreover, Vk € [K], Vi, j € Ty, assume that there exists a S:=soU s and the test set Sze:= V'\ S;-. We have:

and flexibility to query labels for a small  constant o, < o, such that

portion of the samples. PROPOSITION 1. For any fixed GNN model f, under Assump-tions

e (vi) = ne(vj)] < 517“9(15) = 9(v;j)]2. 1and 2, for any i € Ste, if Sy N T (i) # 0, letting 7 (i) := arg ming cg,
e Framework Nature: GNNs utilize the AT (i) 19(0i ) — g(vp) |l2, €= [g(vi) — g(vr iy ) l2, and yi:= 20p¢;, then
relational information among the inter- we have

connected samples, and properly select- AsSUMPTION 2 (MODEL SMOOTHNESS). Assume that Ve, e’ € R? | the

ing nodes to annotate may further en-  ,;pp satisfies ||h(e) —h(e”)||co < O, ||e — €’||2 for some constant &y, < 0. By, [ Lo (f(0i), yi)] < Copeit+ By, [ Ly, (f (07 () )s Yr (i)
hance GNN’s performance.

Limitations: Prior methods were unable to JERQHHENY NN E
fully utilize the smoothness properties ot
graph, including local smoothness and global
smoothness.
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1: Setsy = 0. 08 : | 0.6
2: for T, € T do 0.8
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4: T « T\ {sp Usi}. ~ % % 505
5. Ep < {g(vi)}ieTk- ué' 0.4 =06 =02 < i
6: 8« br-Medoids(Ey). S o4l b
//Perform K-Medoids clustering on the set of data = o2 0.4 | | )
points E; with by medoids returned as s. 10 20 40 80 160 10 20 40 80 160 9180 160 320 640 1280 80 160 320 640 1280
2, s; =51 Us. #Labeled Nodes #Labeled Nodes - #Labeled Nodes #Labeled Nodes
s. end for Coauthor-CS Coauthor-Physics Ogbn-Arxiv by Macro-F1. Ogbn-Arxiv by Micro-F1.

9: return sq

We also introduce GraphPartFar, a greedy BIAS MITIGATION

correction that instead of selecting nodes 1o
closest to centers, the distance function to
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