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SUMMARY
• We study semi-supervised learning with

Graph Neural Networks (GNNs) in an
one-shot Active Learning (AL) setup.

• We propose GraphPart, a novel partition-
based active learning approach for GNNs
without additional hyperparameters.

• Extensive experiments on multiple bench-
mark datasets demonstrate that Graph-
Part outperforms existing under a wide
range of annotation budget constraints.

MOTIVATIONS
We study GSSL in an one-shot AL setup:

• Realistic Setting: We have access to abun-
dant unlabeled samples prior to learning,
and flexibility to query labels for a small
portion of the samples.

• Framework Nature: GNNs utilize the
relational information among the inter-
connected samples, and properly select-
ing nodes to annotate may further en-
hance GNN’s performance.

Limitations: Prior methods were unable to
fully utilize the smoothness properties of
graph, including local smoothness and global
smoothness.

METHOD
The GraphPart approximates a optimization
problem that is equivalent to minimizing the
objective of a K-Medoids problem with on
each graph partition.
Algorithm 1 Graph-Partition-Based Query
Input: A 𝐾-partition T𝐾 of the graph, budget 𝑏
Output: A subset of unlabelled nodes s1 of size 𝑏:

(s1 ⊆ 𝑉 \ s0 and |s1 | = 𝑏)
1: Set s1 = ∅.
2: for 𝑇𝑘 ∈ T𝐾 do
3: 𝑏𝑘 ← 𝑏//𝐾 .
4: 𝑇𝑘 ← 𝑇𝑘 \ {s0 ∪ s1}.
5: 𝐸𝑘 ← {𝑔(𝑣𝑖 )}𝑖∈𝑇𝑘 .
6: s← 𝑏𝑘-Medoids(𝐸𝑘 ).

//Perform K-Medoids clustering on the set of data
points 𝐸𝑘 with 𝑏𝑘 medoids returned as s.

7: s1 = s1 ∪ s.
8: end for
9: return s1

We also introduce GraphPartFar, a greedy
correction that instead of selecting nodes
closest to centers, the distance function to
minimize is penalized by the minimum dis-
tance to any selected node. GraphPartFar
makes sure that all the selected nodes are not
too close and similar to each other, increas-
ing the diversity of the pool.

FORMULATION
Combining the settings of one-shot learning and batch-mode active learning: In each run, the algorithm use up the prede-
fined budget to select a batch of nodes to label. The querying process is done once and for all in order to minimize retraining.
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THEORETIC ANALYSIS

Assumption 1 (Label Smoothness). Assume that ∀𝑐 ∈ [𝐶], there 
exists a function 𝜂𝑐 : V → [0, 1] such that Pr[𝑦𝑖 = 𝑐 | 𝑣𝑖 ] = 𝜂𝑐 (𝑣𝑖 ) for 
any 𝑖 ∈ 𝑉 . Moreover, ∀𝑘 ∈ [𝐾], ∀𝑖, 𝑗 ∈ 𝑇𝑘 , assume that there exists a 
constant 𝛿𝜂 < ∞, such that

|𝜂𝑐 (𝑣𝑖 ) − 𝜂𝑐 (𝑣 𝑗 ) | ≤ 𝛿𝜂 | |𝑔(𝑣𝑖 ) − 𝑔(𝑣 𝑗 ) | |2.

Assumption 2 (Model Smoothness). Assume that ∀𝑒, 𝑒 ′ ∈ R𝑑′ , the 
MLP ℎ satisfies | |ℎ(𝑒) −ℎ(𝑒 ′) | |∞ ≤ 𝛿ℎ | |𝑒 −𝑒 ′| |2 for some constant 𝛿ℎ < ∞. E𝑦𝑖 [L0 (𝑓 (𝑣𝑖 ), 𝑦𝑖 )] ≤ 𝐶𝛿𝜂𝜀𝑖 + E𝑦𝜏 (𝑖) [L𝛾𝑖 (𝑓 (𝑣𝜏 (𝑖) ), 𝑦𝜏 (𝑖) )].

The Main Result. We use 𝑇 (𝑖) to denote the partition where 
the node 𝑖 belongs to, and denote for convenience the training set 
𝑆𝑡𝑟 := s0 ∪ s1 and the test set 𝑆𝑡𝑒 := 𝑉 \ 𝑆𝑡𝑟 . We have:

Proposition 1. For any fixed GNN model 𝑓 , under Assump-tions 
1 and 2, for any 𝑖 ∈ 𝑆𝑡𝑒 , if 𝑆𝑡𝑟 ∩ 𝑇 (𝑖) ≠ ∅, letting 𝜏 (𝑖) := arg min𝑙 ∈𝑆𝑡𝑟 

∩𝑇 (𝑖) ∥𝑔(𝑣𝑖 ) − 𝑔(𝑣𝑙 )∥2, 𝜖𝑖 := ∥𝑔(𝑣𝑖 ) − 𝑔(𝑣𝜏 (𝑖) )∥2, and 𝛾𝑖 := 2𝛿ℎ𝜀𝑖 , then 
we have

EXPERIMENTS

GraphPart

GraphPartFar

FeatProp

Random

Degree

Pagerank

AGE

CoreSet

Uncertainty 

Density

10 20 40 80 160
#Labeled Nodes

0.2

0.4

0.6

0.8

M
ac

ro
-F

1

Cora

10 20 40 80 160
#Labeled Nodes

0.0

0.2

0.4

0.6

M
ac

ro
-F

1

Citeseer

10 20 40 80 160
#Labeled Nodes

0.3

0.4

0.5

0.6

0.7

0.8

M
ac

ro
-F

1

Pubmed

80 160 320 640 1280
#Labeled Nodes

0.1

0.2

0.3

0.4

0.5

0.6

M
ac

ro
-F

1

Corafull

10 20 40 80 160
#Labeled Nodes

0.2

0.4

0.6

0.8

M
ac

ro
-F

1

Coauthor-CS
10 20 40 80 160

#Labeled Nodes

0.4

0.6

0.8

1.0

M
ac

ro
-F

1

Coauthor-Physics
80 160 320 640 1280

#Labeled Nodes
0.1

0.2

0.3

0.4

M
ac

ro
-F

1

Ogbn-Arxiv by Macro-F1.
80 160 320 640 1280

#Labeled Nodes

0.4

0.5

0.6

Ac
cu

ra
cy

Ogbn-Arxiv by Micro-F1.

BIAS MITIGATION

1 2 3 4 5 6 7 8 9 10
Subgroup ID

0.5

0.6

0.7

0.8

0.9

1.0

Ac
cu

ra
cy

Cora

1 2 3 4 5 6 7 8 9 10
Subgroup ID

0.6

0.7

0.8

0.9

Ac
cu

ra
cy

Pubmed

1 2 3 4 5 6 7 8 9 10
Subgroup ID

0.3

0.4

0.5

0.6

0.7

Ac
cu

ra
cy

Corafull

1 2 3 4 5 6 7 8 9 10
Subgroup ID

0.7

0.8

0.9

1.0

Ac
cu

ra
cy

Co-CS

1 2 3 4 5 6 7 8 9 10
Subgroup ID

0.8

0.9

1.0

Ac
cu

ra
cy

Co-Physics


